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Agenda

1) Check-in and Recap: Exercise from last week
2.) Excel-exercise (Exercise 11)
3.) Statistical significance and Correlations/Pearson’s R

4)  Wrap-up and Questions
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Check-in (also Google doc)
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Recap
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Last week’s exercise

95% C1I = sample mean — (1.96 X

SD

J/n
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Where we are

Part 2:
e Prerequisites of quantitative research: Experiments and comparative case studies (Tutorial 7)
e [Descriptive Statistics I: LoM and data hands-on (Tutorials 8)
e Descriptive Statistics II: Spreads (Tutorial 9)
e Sampling and Confidence Intervals (Tutorial 10)
e [nferential Statistics: Foundations of statistical testing (Tutorial 11)

e Limits of numbers and ethics/exam prep. (Tutorial 12)
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Information

e Excel-clinic:

Tuesday, 14.05. (next week)
13.30 - 14.45

e Rooms NL: REG CK.03 & CK.07
e Rooms EN: REC JK.3.85 & D0.01

e Only for Excel-stuff, not computer problems or assignment questions
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Statistical testing

e \What does “statistically significant” mean?
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Statistical testing

e \What does “statistically significant” mean?
o The differences between your sample and the (expected) population value are too large to be
by chance
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Statistical testing

e \What does “statistically significant” mean?
o The differences between your sample and the (expected) population value are too large to be
by chance
o Or: Probability of the Null-Hypothesis being true is very low (p < 0.05..)
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Statistical testing

e \What does “statistically significant” mean?
o The differences between your sample and the (expected) population value are too large to be
by chance
o Or: Probability of the Null-Hypothesis being true is very low (p < 0.05..)

e What do you need?
o H,: There is no difference between two samples/groups

e HA: There is a difference (and it’s not by chance)
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Statistical testing

o Popper: We are trying to disprove H,
o Example:
m  H,: Dutch women are on average as tall as British women (u= u;)
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Statistical testing

o Popper: We are trying to disprove H,
o Example:
m  H,: Dutch women are on average as tall as British women (u= u;)

m H,:Dutch women are not as tall as British women (u# u)

o  (one-sided test: H,: Dutch women are taller than British women (u,> up)

m.babic@uva.nl

x(X x



Statistical testing

o Popper: We are trying to disprove H,
o Example:
m  H,: Dutch women are on average as tall as British women (u= u;)

m H,:Dutch women are not as tall as British women (u# u)
o  (one-sided test: H,: Dutch women are taller than British women (u,> up)

m |fH, can be disproven with a certain probability, H, is “true’
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Statistical testing

o Popper: We are trying to disprove H,
o Example:
m  H,: Dutch women are on average as tall as British women (u= u;)

m H,:Dutch women are not as tall as British women (u# u)
o  (one-sided test: H,: Dutch women are taller than British women (u,> up)

m |fH, can be disproven with a certain probability, H, is “true’

e 2 Ways of testing: Confidence Intervals and Test Statistics
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Statistical testing

e [est statistics: z-and t-tests
o t-tests:if we don’t know SDpUp and do not have a normal distribution
o Also: t-tests ~ z-tests with large observation numbers

p— 2k
~ SD/vm
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More than one variable: Correlations

e Pearson’s R gives us an idea of the /inear correlation between two variables:
o -1:perfectly negative correlation
o T:perfectly positive correlation
o 0:no finear correlation
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Correlation—Linear -1<r<1
Strong positive correlation

no correlation

Powdered Cost of

Strongest positive correlation
Donuts Donuts

Strongest negative correlation

Chocolate # of
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More than one variable: Correlations

e After calculating Pearson’s R (measure of linear correlation):
o Using R to establish t-value (to check for significance):
m i.e.isour sample deviating from the population in a systematic way?

m or:can H, be rejected?

Formula for t-test w. R: r/T—9

Then: check whether t-score exceeds houndaries (H, rejected) or not (H, not rejected)
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Sources (all pictures GC license)

Image Wave Emoji: https://upload.wikimedia.org/wikipedia/commons/thumb/4/48/Emojione 1F44B svg/2000px-Emojione 1F44B.svg.png

Image t-table: https://upload.wikimedia.org/wikipedia/commons/b/bd/Tabla t.pn:

Correlation pictures:

&ust=1557487672813491
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https://upload.wikimedia.org/wikipedia/commons/b/bd/Tabla_t.png
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